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Abstract—With the development of smart grid, demand-side
resources (DSR) will play an increasingly important role in
the power balance of supply and demand. In addition, the
requirement of a low-carbon smart grid means some policy back-
grounds, such as carbon emissions trading (CET), should not
be ignored. Under these circumstances, it is a good idea to
construct a novel unit commitment (UC) model. This paper
proposes a model that not only takes advantage of various
resources on the demand side, such as electric vehicles, demand
response, and distributed generation, but also reflects the effects
of CET on generation schedule. Then, an improved particle
swarm optimization (IPSO) algorithm is applied to solve the
problem. In numerical studies, we analyze the impacts of DSR
and CET on the results of UC, respectively. In addition, two
meaningful experiments are conducted to study the approaches
to allocate emission quotas and the effects of price transmission
mechanism.

Index Terms—Carbon emission quotas, carbon emissions
trading (CET), demand response (DR), distributed genera-
tion (DG), electric vehicle (EV), improved particle swarm
optimization (IPSO), smart grid, unit commitment (UC).

NOMENCLATURE

Index

b Index of bus.
i Index of generating unit.
j Index of electric vehicle (EV).
t Index of hour.

Variables and Functions

DGat Distributed generation (DG) used by its own-
ers at time t.

DGbt Output of grid-connected DG at time t.
DGC Total cost (TC) of DG.
DRC TC of demand response (DR).
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DRt “Output” of DR at time t.
EC Emission cost.
Ei,t Emission of unit i at time t.
EV2G,t Emission of vehicle-to-grid (V2G) at time t.
FCi Fuel cost of unit i.
Ii,t On/off status of unit i at time t.
Iter Current number of iteration.
pc Probability of crossover.
Pi,t Output of unit i at time t.
pm Probability of mutation.
SCi,t Start-up cost of unit i at time t.
SoCt,j State of charge of EV j at time t.
TC TC of unit commitment (UC).
V2GC TC of V2G.
V2Gt Output of V2G at time t.
V2Gt,j Output of V2G of EV j at time t.
Xon

i,t , Xoff
i,t Duration of continuously on/off of unit i at

time t.
ηt Penetration rate of DG at time t.

Sets and Constants

aDGb, bDGb, cDGb Cost coefficients of DG.
aDR, bDR, cDR Cost coefficients of DR.
ai, bi, ci FC coefficients of unit i.
aV2G,t, bV2G,t, cV2G,t Cost coefficients of V2G at time t.
B Set of buses.
boundup, bounddown Maximum and minimum of xil.
c-costi Cold start cost of unit i.
C0,j Initial charging state of EV j.
Cj Charging state of EV j.
Cshouri Cold start hour of unit i.
DGbt,max Upper limit of grid-connected DG at

time t.
DRdmax Upper limit of DR within a day.
DRt,max Upper limit of DR at time t.
Eqi Emission quota of unit i.
EqV2G Emission quota of V2G.
Gb Set of generators at bus b.
h-costi Hot start cost of unit i.
Kij Transmission capacity for the trans-

mission line linking buses i and j.
Lb

ij Line flow distribution factor for the
transmission line linking buses i and j
due to the net injection at bus b.

Loadt Original load demand at time t.
m Quantity of EVs work in V2G mode.
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MaxIter Maximum numbers of iteration.
MUi/MDi Minimum continuous on/off time of

unit i.
N Quantity of generator units.
Pi,min, Pi,max Minimum and maximum output of

unit i.
PLt Network loss at time t.
pre Carbon emissions trading (CET)

price.
Rt Spinning reserve capacity.
SoCmin Lower limit of SoC at each hour.
[t1, t2] Available period of V2G.
V2Gmax Upper limit of V2G.
V2Gt,max Maximum available V2G capacity at

time t.
αi, βi, γi Emission coefficients of unit i.
ηmax Upper limit of DG’s penetration rate.
ε Set of transmission lines linking

two buses.

I. INTRODUCTION

ONE OF the most typical features of smart grid is to
activate components on the demand side. The Chinese

Government has been promoting the popularization of EVs,
trying to exploit the potential of DR, and encouraging the
applications of grid-connected DG in recent years. In smart
grid environment, these demand-side resources (DSR) are
invigorated. They will participate in the power balance of
supply and demand to a greater extent. Traditional UC mod-
els and methods are bound to encounter a great change.
Some scholars have done researches in related topics. V2G
and its impact on the cost and emission of power system
are studied on basis of UC model in [1]–[3]. The signifi-
cance and feasibility of DR and its role in supply-demand
schedule are examined in [4]–[6]. Economical operation of
DG and chance-constrained schedule of active network with
DG are researched [7]–[9]. These researches have illustrated
the potential of DSR to be involved in UC in day-ahead
market. However, few researchers have considered all the typ-
ical demand-side elements simultaneously with conventional
generators to make an overall optimal schedule.

On the other hand, since power system is one of the main
carbon emitters, smart grid is expected to be low-carbon in var-
ious aspects [10]–[15]. As for UC, the goal should regard the
carbon emission in addition to generating cost. Some remark-
able works have been done to combine the cost objective
and emission objective. Typical methods are to convert one
objective into a constraint [16], or treat the weighted sum of
cost and emission as the overall objective [1]. Nevertheless,
cost and emission do not share the same dimension, which
poses a challenge to combine them together reasonably and
effectively. To solve this issue, CET is worthy of close atten-
tion. With the increasing pressure of emissions reduction,
many countries are promoting the development of CET. For
example, some pilot projects have been set-up in China since
Jun. 2013, and the Chinese Government aims to explore the
establishment of a national carbon trading market in 2015.

CET converts the emission to a kind of cost reasonably, so it
will effectively strike a balance between pursuing minimum
cost and minimum emission in the process of UC. Under this
circumstance, a new UC model is indispensable. Researches
in this area are quite limited at present. A model with car-
bon trading to investigate the influence of emission constrains
on generation scheduling is built in [17]. The UC problem
with carbon trading is translated into an emission-constrained
UC in [18].

Moreover, smart grid enables some low-carbon DSR avail-
able for commitment, which will enlarge the impacts of CET
on power system operation. Conversely, the application of CET
will promote the utilization of DSR to get the optimal solution
to the daily schedule of power supply-demand balance.

To solve the UC problem, more and more researchers
tend to utilize intelligent optimization algorithms. Typically,
particle swarm optimization (PSO) has been widely used in
recent ten years owing to its good performance in conver-
gence rate and solution precision [1], [19], [20]. However, the
main disadvantage of PSO is that it may work out a local
optimal solution instead of the global optimal solution. Some
scholars [21]–[23] have begun to make some modifications to
this algorithm to solve the UC problem more accurately.

This paper proposes a novel UC model. Not only traditional
thermal generators on the supply side but also the DSR, such
as V2G, DR, and DG, are considered to make daily gener-
ation schedule in the smart grid environment. Furthermore,
CET is taken into account in the UC model. We observe
CET’s impacts on the results of UC and research the effects
of approaches to allocate emission quotas and price transmis-
sion mechanism, respectively. In addition, the PSO algorithm
is improved to have more chances to obtain the global optimal
solution to the UC problem.

II. PROBLEM FORMULATION

A. Smart Grid Environment

With the development of smart grid, DSR become more
active [24]. They may play an increasingly essential part in
power system operation. In this paper, V2G, DR, and DG are
considered in the UC model.

1) V2G: Smart grid is an ideal platform for the interac-
tions between the system operators and EVs [25]. With the
related techniques getting mature, it is feasible for EV to sold
electricity back to the grid. There is supposed to be an aggre-
gator to communicate between the system operator and a great
number of EV owners [26]. If an EV is inactive for a certain
period, its owner can sign a contract with the system operator
for commitment via the load aggregator. The sum of V2G can
be treated as a special unit. Considering there is an increasing
marginal cost to involve more EV owners, the cost function
of V2G is assumed to be a quadratic function

V2GC (V2Gt) = aV2G,t + bV2G,tV2Gt + cV2G,tV2G2
t . (1)

Some basic constraints should be taken into account. Firstly,
in case of emergent use of EV’s owners, a lower limit of SoC
is considered (2). Secondly, for the sake of safe operation of
the gird, an upper limit on total output of EVs at each hour
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should be stipulated (4). Thirdly, now that EV may not be
connected to the grid all the 24 h, it is sensible to set a time
range limit when EV is available for the system operator (5).
Fourthly, the available capacity of V2G at each hour has an
upper limit, respectively

SoCt,j ≥ SoCmin (2)

SoCt,j = C0,j +∑t
u=1 G2Vu,j −∑t

u=1 V2Gu,j

Cj
(3)

V2Gt =
m∑

j=1

V2Gt,j ≤ V2Gmax (4)

V2Gt,j = 0, t /∈ [t1, t2] (5)

V2Gt ≤ V2Gt,max. (6)

2) DR: By virtue of smart meter, electric power con-
sumers are able to have a bidirectional communication with
the grid [27]. It is possible for them to have a response, such as
load curtailment, to the incentive signal and price signal [28].
This paper focuses on the incentive-based DR considering cur-
rent state of electricity market. A load aggregator exists to
interact with tens of thousands of scattered power users [26].
It gathers all the distributed DR resources and signs contract
with the system operator. Consequently, the total contribution
of DR is treated as a special unit in our UC model. DR’s cost
function is also assumed to be a quadratic function

DRC (DRt) = aDR + bDRDRt + cDRDR2
t . (7)

There are two constraints on DR in our model for the sake
of power users’ habits and interests. Upper limits are set on
demand curtailment at each hour and within a day as follows:

DRt ≤ DRt,max (8)
24∑

t=1

DRt ≤ DRdmax. (9)

3) DG: In smart grid environment, the power system has
a higher tolerance for DG. With more DG connecting to the
grid, they should be taken into consideration in UC model.

DG is divided into two types. One is direct use by the power
consumers, noted as DGa in this paper, leading to reduction
of load demand in UC problem. The other one is the power
can be sold to the grid, denoted by DGb. In this situation, the
sum of DG acts as a special unit if an aggregator is consid-
ered as discussed in [29]. This special unit has its own cost
coefficients and cost function

DGC (DGbt) = aDGb + bDGbDGbt + cDGbDGb2
t . (10)

Two constraints of DG are taken into account. Firstly, since
DG’s output is subject to natural resource and weather con-
dition, so an upper limit on available DG at each hour is
considered (11). Secondly, now that DG tends to be intermit-
tent and volatile, an upper limit on its penetration rate should
be set (12), to ensure a reliable operation of the power system

DGbt ≤ DGbt,max (11)

ηt = DGbt
∑N

i=1

(
Pi,tIi,t

)+ V2Gt + DGbt
≤ ηmax. (12)

B. CET

1) Carbon Emission Quotas: CET is also called
cap-and-trade, which reveals that setting a cap is the
step in the first place [30]. The cap of all the generators
in this paper is supposed to be a certain proportion of the
original overall emissions. Each generator gets an emission
quota. The actual emission of a unit may be greater or lower
than its cap, because of the quota trades.

A key point is how to allocate the quotas among different
units. This paper assumes that the emission quota of a unit
mainly depends on its emission intensity, i.e., the average
amount of emission for generating one unit of electricity.
Two concrete approaches are proposed. For each method, it
is essential to solve the UC problem without CET and cal-
culate the total output and emissions of each unit in advance.
Then, emission intensity of each unit will be determined. After
that, classify units into several groups according to their emis-
sion intensity level from high to low. The keynote of the first
approach is to make the quotas of all the units less than or
equal to their original emission level. The second approach is
to reduce the emission quotas of units in high emission groups,
while raise the quotas of units in low emission group. These
two methods share the same gist: the sum of the quotas of all
the units should be equal to the overall cap.

Additionally, V2G causes some emissions because the elec-
tricity in the EV may come from thermal power generation.
Hence, the aggregator of V2G should be considered in CET
market. Since it is quite a new resource with different operat-
ing features and development scales with generators in supply
side, the quota of V2G is determined independently.

2) Price of Carbon Emissions Rights: Since there will be
a great quantity of companies in various sectors in the CET
market, this paper assumes that the quantity is so large that
the CET of generator units will not affect the trading prices.
We use the average price in four CET markets in China on
Feb. 14th, 2014, i.e., 46.745 yuan per ton. It is $7.708 per ton
considering the exchange rate on that day. Calculations in this
paper are based on this price named pre.

In UC problem, CET means that an “emission cost” should
be determined

EC =
N∑

i=1

[(
24∑

t=1

Ei,t − Eqi

)

× pre

]

+
(

24∑

t=1

EV2G,t − EqV2G

)

× pre. (13)

Evidently, the overall emission cost consists of the cost of
generators and the cost of V2G. The cost appears when their
emissions get higher than their quotas, which means they have
to spend money to buy extra emission quotas.

The emission of a thermal unit is usually presented as
a quadratic function of its power output

Ei,t
(
Pi,t
) = αi + βiPi,t + γiP

2
i,t. (14)

The emission caused by V2G is assumed to be its output
multiplied by the average emission intensity of all the
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generators in this paper, since it is impossible to figure out
which generator the electricity in EVs’ batteries comes from.

C. UC Model

A novel UC model considering DSR and CET is proposed.
1) Objective: The general objective of UC is to minimize

the TC to achieve the supply-demand balance of power. The
FCs and SCs of thermal units are counted as follows [1]:

FCi
(
Pi,t
) = ai + biPi,t + ciP

2
i,t (15)

SCi,t =
{

h − costi MDi ≤ Xoff
i ≤ Hoff

i

c − costi Xoff
i > Hoff

i

(16)

Hoff
i = MDi + Cshouri. (17)

In view of V2G, DR and grid-connected DG, the cost objec-
tive in this paper should also include the three sorts of costs
presented in (1), (7), and (10). Besides, the emission cost
defined in (13) is also taken into account in the objective
function. The TC of UC is

TC =
24∑

t=1

N∑

i=1

[
FCi

(
Pi,t
)

Ii,t + Ii,t
(
1 − Ii,t−1

)
SCi,t

]

+
24∑

t=1

[DRC (DRt) + V2GC (V2Gt) + DGC (DGbt)]

+ EC. (18)

2) Constrains: UC model usually contains power bal-
ance constraint, spinning reserve constraint, generation limits
constraint, minimum on/off time constraint and network
security constraint as follows [19].

N∑

i=1

(
Pi,tIi,t

) = Loadt − DRt − V2Gt − DGat − DGbt + PLt.

(19)
N∑

i=1

(
Pi,t,maxIi,t

)+ V2Gt,max + DRt,max ≥ Loadt + PLt + Rt.

(20)

Pi,min ≤ Pi,t ≤ Pi,max. (21)
(
1 − Ii,t+1

)
MUi ≤ Xon

i,t Ii,t = 1

Ii,t+1MDi ≤ Xoff
i,t Ii,t = 0

}

. (22)

−Kij ≤
∑

b∈B

Lb
ij

⎛

⎝
∑

i∈Gb

Pi,t + V2Gb
t + DGbb

t − Loadb
t

+ DRb
t + DGab

t

⎞

⎠ ≤ Kij,∀(i, j) ∈ ε. (23)

In light of V2G, DR and DG, it is indispensable
to add the constraints of these resources as shown
in (2), (4)–(6), (8), (9), (11), and (12) to the general UC opti-
mization model.

III. SOLUTION METHODOLOGY

PSO was proposed by Kennedy and Eberhart in 1995 [31].
Each particle in PSO has a specific position that represents

Fig. 1. Flowchart of the crossover operator.

a potential solution to the optimization problem. All the par-
ticles keep updating their velocity so that their positions may
change after each iteration. Since the particles never stop try-
ing to move to better positions, they are expected to find the
best position in the space.

However, PSO has a principal drawback that particles tend
to lose themselves in local optimal solution [22]. After a num-
ber of iterations, particles may lack the motivation to search
the space that is wide enough to cover the global optimal posi-
tion, particularly when they are very close to local optimal
positions. The adverse effects tend to be more serious to solve
multidimensional problems. Some scholars have made some
modifications to resolve the drawback [21]–[23]. Authors have
improved the general PSO algorithm by employing crossover
operator and mutation operator that are similar to those typical
operators in genetic algorithm (GA). This modified algorithm
is called improved particle swarm optimization (IPSO). The
aim is to enhance the probability of particles to find the global
optimal position. Crossover and mutation operators will be
conducted with a specified probability at the end of each iter-
ation. Specific steps of these two operators are illustrated in
Figs. 1 and 2, respectively.

IV. NUMERICAL STUDIES

The studies have been conducted on the ten-unit sys-
tem and the IEEE 30 bus system. The program is
coded in MATLAB 7.8.0 on a computer with Intel Core
2.50 GHz and 4 GB RAM.

A. Ten-Unit Case

Firstly, we do a relatively simple case study on the ten-
unit system to verify the effectiveness and the superiority
of the novel algorithm in this paper, the IPSO. The ten-
unit system is one of the most popular choices in the papers
related to UC and it is especially suitable to test the algorithm
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Fig. 2. Flowchart of the mutation operator.

TABLE I
COMPARISON OF THE PERFORMANCES OF IPSO AND OTHER

ALGORITHMS IN PUBLISHED REFERENCES

performance [20]–[23]. Relevant parameters of the system can
be found in [22]. No CET or DSR is considered here to ensure
that it is a fair and reasonable comparison.

The performances of the IPSO algorithm and other pub-
lished ones are compared. The best result for the ten-unit
system obtained by IPSO is compared with those of Modified
Hybrid PSO [22], Binary PSO [23], Lagrangian Relaxation
with PSO [23], PSO [20], GA [32], Bacterial Foraging [33],
and Adaptive Lagrangian Relaxation [34]. From Table I, we
can safely draw the conclusion that the IPSO proposed by us
has more excellent capability to yield the optimal solution.

B. IEEE 30-Bus Case

To demonstrate the application of our UC model, a case
study on IEEE 30-bus system [35] is implemented. The load
curve is determined according to the actual data of city in
Northern China. V2G, DR, and grid-connected DG are set
at buses 5, 12, and 21, respectively, since the load demands
at these buses are quite high compared with other buses,
which means more possibilities for the DSR to exist there.
Their cost coefficients obtained from the aggregators are
shown in Table II. These coefficient settings are simplified
to some extent here. For example, the time-varying cost of
V2G only contains two levels according to the load demand.

TABLE II
COST COEFFICIENTS OF DSR

TABLE III
SCENARIO SETTINGS

Nevertheless, it means the same for the model in this paper if
these coefficients are more complicated in practice. The DG in
this paper is assumed to be from renewable energy resources,
thereby the emissions of DG and DR are supposed to be zero.

Some other parameters in our model are assumed as follows.
The lower limit of SoC is 30%. The average of SoC before
dispatching is 70%. The average battery capacity of EVs is
22 kWh. The quantity of EVs that can conduct V2G is 7000.
In order to facilitate management, this paper assumes that the
system operator will only sign contract of V2G if the EVs are
available in the evening. Accordingly, the available periods of
all the EVs are the same in this paper, assumed 20–24 o’clock.
The available capacity of V2G at these hours is 18, 17, 16,
15, and 14 MW, respectively. The maximum bearing capacity
of the grid for V2G is assumed to be 18 MW at each hour.
The upper limit of demand curtailment response is 5% of total
load demand in this hour, and the upper limit within a day is
240 MWh. Now that solar power may be the main DG source,
the available DG is set higher during the day. Specifically, it
is 30 MW between 7 o’clock and 17 o’clock and 15 MW
during the other time, among which two-thirds are used by
consumers themselves and one-third would be sold to the grid.
The upper limit of DG penetration rate is 6%. The spinning
reserve capacity is assumed 10% of load demand [32]–[34].
Price elasticity of electricity consumption is 0.2 [36].

This paper considers six scenarios as shown in Table III.
The first four scenarios are set to study the influences and
effects of DSR and CET. The fifth scenario is set to research
the approaches to allocate emission quotas. The sixth scenario
is set to explore the effect of price transmission mechanism.

The emission quota of the six units in Scenario 3 is based
on the total emission in Scenario 1, while the emission
quota in Scenarios 4–6 are on basis of the total emission in
Scenario 2. The first approach to allocate quotas is used in
Scenarios 3, 4, and 6. The emission quota of V2G is assumed
to be 100% of its initial level in this paper.
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TABLE IV
DAILY GENERATION AND EMISSION OF EACH UNIT IN EACH SCENARIO

TABLE V
EMISSION INTENSITY OF EACH UNIT IN SCENARIO 2

TABLE VI
COST AND EMISSION IN ALL SCENARIOS

Because of the page limit, we cannot show all of the solu-
tions in detail. Instead, the daily output and emission of each
unit in the first five scenarios are listed in Table IV.

The daily emission intensity of each unit in Scenario 2 is
shown in Table V. As introduced in Section II, we divide the
six units into three groups in terms of their emission intensity.
To start with, it is necessary to calculate the average emission
intensity of the six units. Two crucial points in the criterion
here are 75% and 125% of the average emission intensity.
For example, if the intensity of a unit is larger than 125%
of the average, it belongs to Group A. Therefore, Unit 5 is
classified to Group A, Units 3, 4, and 6 to Group B, while
Units 1 and 2 to Group C. The result is valid in quota allo-
cation in Scenarios 4–6. Similarly, the quota allocation in
Scenario 3 can be worked out according to the emission
intensity of all the units in Scenario 1.

The TC and total emission in each scenario are shown in
Table VI. Total emission quotas, expected emission reductions,
actual emission reductions, degrees of completion, correspond-
ing cost increases, and the average costs for emission reduction
of the last four scenarios are shown in Table VII.

C. Discussion

1) Impacts of DSR: DSR tend to make more contributions
to the supply-demand balance of power in smart grid envi-
ronment. DR and DG are far more eco-friendly than thermal

TABLE VII
INDICATORS RELATED TO EMISSION REDUCTION IN THE

LAST FOUR SCENARIOS

generators in supply side. Moreover, DSR can even be more
economical than conventional generators, especially during the
peak-load hours when the marginal cost for power generating
rises dramatically.

The results of Scenarios 2, 4, and 5 listed in Table IV shows
that various resources in demand side have the potential and
capacity to participate in power balance in smart grid.

Table VI shows that the TC and emission in Scenario 2 is
14.50% and 11.64% less than those in Scenario 1 and the TC
and emission in Scenario 4 is 13.43% and 12.15% less than
those in Scenario 3. These reductions in cost and emission
illustrate the advantages of DSR.

DSR tend to promote the emission reduction effect of CET.
Table VII reflects that the total emission in Scenario 4 is bet-
ter than that in Scenario 3. The reason is that DSR offer
more options to replace the output of high carbon generators.
Meanwhile, Table VII also reveals that the average cost for
emission reduction is significantly less if DSR are considered.

2) Impacts of CET: The direct effect of CET is to achieve
an obvious emission reduction, as shown in Table VI. Total
emission in Scenario 3 is 2.88% less than that in Scenario 1,
and total emission in Scenario 4 is 3.44% less than that
in Scenario 2. Meanwhile, the average emission intensity
decreases correspondingly. The emission reduction extents are
acceptable considering the cap.
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By comparing the results of Scenarios 1 and 3 shown in
Table IV, it is noticeable that the units act as the main emit-
ters, such as Units 4–6, have lower output if CET is carried
out. Meanwhile, the units that have relatively lower emission
intensity, such as Units 1 and 2 have much greater output.
Actually, the price to purchase emission quota increases the
operation cost of high carbon units. As mentioned previously,
there is a challenge to combine the cost objective and emis-
sion objective. A weighted sum is a typical choice but there
are few good ideas on stipulating the weighting factors. Our
model has done a good job to strike a balance between the
economic objective and environment objective.

Similarly, we can find the same trend by comparing the
results of Scenarios 2 and 4 as shown in Table IV. In addi-
tion, outputs of DSR clearly increase after considering CET.
As low-carbon resources, DR and DG have more outputs. The
growth of DR’s output is more obvious than DG. The reason
is that DR has greater potentials for commitment if the power
consumers are provided with enough incentives. However, get-
ting more DG is mainly subject to the weather conditions and
the absorption capability of the grid.

3) Effects of Approaches to Allocate the Emission Quotas:
A crucial point of CET is how to allocate the emission quotas.
This paper proposes two typical approaches to perform this
task in power system. The aim is to render CET a better effect
on reducing carbon emissions. Scenarios 4 and 5 are control
experiments on this issue. Two approaches have been proposed
in Section II. The first one is used in Scenario 4, and the
second one is used in Scenario 5. They share the same cap,
90% of the total emission level in Scenario 2.

Evidently, the result obtained in Scenario 5 is better in terms
of all the indicators. As shown in Table VI, the TC is $90 less
and the total emission is 48 ton less. Moreover, the emis-
sion reduction in Scenario 5 is closer to the expected level.
Table VII shows that the degree of completion in Scenario 5 is
7.4 percentage points higher than that in Scenario 4, while the
average cost for emission reduction is 19.31% lower. By com-
paring the results of Scenarios 4 and 5 listed in Table IV, we
can draw the conclusion that the second approach to allocate
quotas has better effects to exert pressure on high carbon units
and exploit the potential on low carbon units, so the overall
result of the whole power system is better.

4) Effects of the Price Transmission Mechanism: When it
comes to the effect of CET, another significant issue is the
price transmission mechanism. The total generating cost tends
to ascend if CET is carried out. As shown in Table VI, the
growth rate is 30.34% and 31.97%, respectively in scenarios
with or without DSR. If this cannot be transmitted to the elec-
tricity price for end power users, the effect of CET would be
very limited. This problem is particularly serious in China,
because the electricity price is relatively fixed.

An experiment is designed here. The load demand may
decrease as the price going up. Therefore, less electricity
and primary energy will be consumed, which should be
the keynote of CET. Comparing Scenario 6 to Scenario 4,
we can find that both the TC and the total emission expe-
rience a reduction as shown in Table VI. Besides, the
degree of completion on the total emission quota is 11.0%

points higher, while the average cost for emission reduction
is 29.60% lower if the price transmission mechanism is
considered.

V. CONCLUSION

This paper develops a novel UC model in smart grid envi-
ronment considering V2G, DR, DG as well as CET. The UC
optimization problem is solved by the IPSO algorithm.

Numerical studies verify the capability of DSR to partic-
ipate in the power supply-demand balance. The TC and the
total emission decrease evidently by virtue of DSR. The effect
is more obvious if CET is carried out, because DSR offer
great options for system operator to replace the high carbon
traditional generators that are under pressure of CET.

Thanks to CET, generators with relatively low emission
intensity and DSR are more likely to be dispatched. Then,
this paper researches two typical points on CET policy. One
is how to allocate the emission quotas. The conclusion is that
we should make the quotas of some low carbon units greater
than their original emission level, instead of providing all the
units with quotas that are less than or equal to their original
emissions. The other is the importance of price transmission
mechanism. CET raises the price of utilizing fossil energy. If
the change in generating cost can be transferred to the elec-
tricity sales price, the effect of CET on the emission reduction
of power sector will be better.
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